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ABSTRACT

In order to ensure compatibility among \video codecs from different manufadurers and
applications and to simplify the development of new applications, intensive df orts have been
undertaken in recent yeas to define digital video standards. These standards were the result
of joint development eff orts of video and audio compresson as well as other system aspeds
required to suppat al the gplicaions. Thus they often represent an odimal compromise
between performance and complexity. This paper describes the main feaures of MPEG 1
and MPEG2 video standards, discusss the emerging standard MPEG4 and presents ome of
its main charaderistics.

1. INTRODUCTION

Video is going to touch every areaof information techndogy ower the next few yeas. Video
will beincorporated into applicaions, cgptured off the TV or the VCR for use & attachments
to multimedia email items. Video conference and video-on-demand services will be used by
everyoneto beam favourite programmes and films down the line to users.

Within afew yeas the television, the video camera, the VCR, the telephore and the PC will
work together. Although there is 4gill a long way to go, intensive dforts have been
undertaken in recent yeas to set digital video standards. Thus dandardisation adivities in
video coding developed from the beginning d the 19805 within CCITT, followed by CCIR
(adualy ITU-R) and ISO, later on. As aresult, in 1989and in 1990the CCITT Rec H.120
and H.261,for video conference services [2] [3], in 1989and 1992the CCIR Rec 721and
723 for digita television services [4] [5], in 1993the ISO/IEC 11172(MPEG1) for coding
applicaions for digital storage media [6], in 1994the ISO/IEC 10918standard (JPEG) for
still pictures compresson was pulished [1] and in 1994the ISO/IEC 13818 (MPEG2) for
generic coding d multimedia signals up to HDTV quality for telecommunicaions and
storage gplicdions [7]. Aiming hgher compresson ratios, the ITU-T (former CCITT)
started adivitiesin 1993with the objedive of isaling arecommendation for video coding for
narrow telecmmunicaion channels. The video coding work was divided into two main



areas. nea term work direded towards Rec H.263[18] and long term work towards Rec
H.263L. To adieve the schedule requirement the H.263 vdeo coding algorithm is an
extension d H.261. The objedive of Rec H.263L is to achieve avideo coding agorithm
which significantly outperforms the H.263tedhnique. ISO/MPEG4 started adivities in 1993,
aming nd only higher compresgon ratios but also the incorporation d multimedia
functionalities. An international standard is expeded in November 1998. This emerging
standard shoud suppat new ways (notably content-based) for communicaion, access and
manipulation d digital audio-visua data [20]. The ITU work to develop Rec H.263L is
being acamplished in close wllaborationwith the ISO/MPEG4 adivity.

These generic standards are extremely important as they all ow the development of VLS| and
several of the basic blocks required for alarge number of applicaions. They are the result of
joint development efforts of audio and video compresson experts taking into consideration
requirements of al applicaions considered. In the first phase of standardisation cdled,
"divergence phase”, the requirements for spedfic goplications or fields of applicaions are
identified, and several algorithms, developed byindependent laboratories, in competition, are
presented and compared [8] [9]. In the second plase, "convergence phase’, based on the
seledion d abasic(s) coding technique made in the first phase, joint eff orts are w-ordinated
in ader to refine and opimise the sdleded coding tedhniques. In the last phase,
"verificaion/validation”, the results obtained in previous phases are validated using herdware
testg/software simulations. Using this approach standards have been puling together a
enormous worldwide reseach effort and dten adieved ogima compromises between
performance and complexity.

The main gaa of this paper is to provide aa owerview of the most recent video coding
algorithms and standards. the MPEG1 and MPEG2 standards. The paper is organised as
follows: in sedion |l MPEG video compresson tedhniques are presented, sedion Ill r efersto
MPEG1 and sedion IV to MPEG2 standard. Sedion V discusss the main charaderistics of
the emerging MPEG4 standard. Finaly, sedion VI, discusses the future of MPEG1, MPEG2
and MPEG4.

2. MPEG VIDEO COMPRESSON TECHNIQUES

The maor goa of video compresson is to represent a video source with as few bits as
possble whil e preserving the level of quality required for the given application. The bit-rate
reduction is only posshle by removing redundant information from the signal during the
coding process and reinserting it during the demding process In video signals, there is a
significaive anount of reduncancy between frames that can be dasdfied as datisticd and
psychovisua redundancy [10]. The statisticd redundancy results from the fad that pixel
values are mrrelated with their neighbous in spatia and tempora diredions. The
psychovisua redundancy is a @mnsequence of the human visua system (HVS) sensitivity.
The human vision hes a limited resporse to fine spatia or temporal detail and ht-rate
reductionis passble by allowing dstortions that shoud na be visible to human eyes.

This sdionwill mention the video compresson techniques used by MPEG video algorithm:
subsampling d the drominance information to match the sensitivity of the HVS,



guantisation, motion compensation to exploit temporal redundancy, discrete wsine transform
(DCT) to exploit spatia redundancy, variable length coding (VLC), and pcture
interpolation.

2.1 Subsampling

Usually video sequences are digitalised in RGB format. However RGB colour componrents
are highly correlated, resulting in the presence of psychovisual redundancy. To reduce the
correlation, the reduncancy and thus the bitrate the RGB comporents are @mnwverted to
Y CbCr colour space through a linea transformation. The HVS is more sensible to the
luminance omporent (Y) than to the cirominance mmporents (Cb and Cr). Therefore the
chrominance @mporents are generaly sub-sampled.

2.2 Predictive Coding

Predictive mdingis used to reducethe statistica redundancy in the data. A prediction d the
pel to be ercoded is made from previously encoded data that has been transmitted. The
prediction error is computed by caculating the diff erence between the pel to be encoded and
the prediction. The prediction error is then usually quantised and entropy coded.

2.3 Motion Compensation

A video sequenceis just a successon d still images shown at afixed frame rate to gve the
perception d continuows motion. The motion, in most natural scenes, is organised, and can,
in most cases, be gproximately represented as a translation represented by a limited number
of motion parameters (i.e. estimated motion vedors and a prediction error). Thus instead of
encoding the original video data, the motion parameters are transmitted and orly a small
error comporent needs to be transmitted. Due to spatial correlation the video data is
asciated in bocks and amotion vedor is determined for blocks of pels. In MPEG standard,
motion vedors are defined for ead 16-col by 16lineregion d the picture (maaoblocks).

2.4 Picture Interpolation

A picture, in MPEG, may be reconstructed from a picture in the past and a picture from the
future by the technique of interpdation, a bidirediona prediction.

2.5 Transform Domain Coding

One of the key ideas in video compressontechniquesisto decorrelate the video information.
Transform coding maps correlated video data, by applying an othogora linea
transformation, to non correlated video information [11]. It is therefore an advantage to
encode the transform coefficientsinstead of the original video data.

Karhuren-Loeve transformation (KLT) is the only transformation that produces aways non
correlated coefficients for finite images (Rosenfeld and Kak [12]) presenting thus the best
compresson results. Neverthelessit is computationally complex. Amongthe several feasible



aternatives the discrete asine transform (DCT), proposed by Ahmed, Natargjan and Rao
[13], has been widely used in image and video coding standards such as PEG, MPEGL1 and
MPEG?2.

Theforward DCT isdefined as

2 - 2x+Dumrm(2x + v
F(u,v) == C(u)C(v) f(x,y)cos D
N Z yZ H 2n H 2N
1 -
cw=35 O @)
H1 uz0

withu, v, x,y=0, 1,2, ...,N - 1, where x, y are spatial coordinates in the sample domain and
u,v are oordinates in the transform domain [6,7]. The inverse DCT (IDCT) is defined as:

N-1 N-1

f(xy)= % Z Z CUCV)F(Uv) cosé(zxg Nl)”" é(zy; ’\?V" E (3)

The DCT convertsan 8 by 8 thock of pel valuesto an 8 by 8matrix of horizontal and verticd
spatia frequency coefficients. The DCT coefficient in location (0,0) (upper left) of the block
represents zero haizontal and zero verticd frequency and is cdled DC coefficient. The
others DCT coefficients are cdled AC coefficients. Human eyes are more sensitive to low
order DCT coefficients. Thus exploiting the spatial frequency properties of the human visual
system, the DCT coefficients can be encoded to match the HV'S so that only the perceptually
important DCT coefficients are encoded and transmitted.

2.6 Quantisation

By exploiting d the perceptua irrelevancy (DCT) and statisticd redundancy (entropy
coding) within the DCT domain representation, a suitable bit all ocation can yield significant
improvements in performance In this context, quantisation is used to reduce the number of
possble values to be transmitted, reducing the required number of bits. The HVS is nat
uniformly sensitive to coefficient quantisation error. The visibility of the quantisation nase,
for a given coefficient, depends on the aefficient number, or frequency, the locd brightness
in the original image, and the duration a temporal charaderistic of the aror. Experience
shows that high-frequency coefficients are more marsely quantised than the low-frequency
coefficients. The quantisation is a losg/ process as information is lost and canna be
recovered in later stages.

2.7 Variable-Length Coding

Variable-length coding (VLC) is a statisticd coding technique that assgns codewords to
values to be transmitted. The length of the code word is chosen depending onthe frequency
of occurrence of eat value. Values with high frequency of occurrence ae asgned short
codewords and values with sparse frequency of occurrence ae assgned longcodewords.



3. MPEG 1VIDEO STANDARD

ISO and IEC in collaboration with ITU, have aeaed joint working goups with the purpose
of spedfying international standards in several communicaions domains, including
audiovisua digital communications. In 1988,1SO and IEC creaed a Technicd Committee
on Information Tedndogy to coordinate the development of standards for coded
representation d moving pctures, associated audio and their combination when used for
storage and retrieval on dgital storage media (DSM) at bit rates not excealing 1.5Mbit/s.
The group was named ISO/IEC JCT1/SC29WG11 and uriversally known as the Moving
Pictures Experts Group (MPEG). The origina work items of the group were three coding
the audiovisua information at bit rates up to 1.5, 10and 40Mbit/s, respedively known as
MPEG1, MPEG2 and MPEG3. The MPEG3 work item was dropped in July 1992, when it
becane gparent that the functionality suppated by MPEG2 made MPEG3 reduncant. A
new work item, MPEG4, is currently being addressed targeted to audiovisual coding at high
compresson levels with increased functionaliti es.

The MPEG adivity is basicdly divided into threefields: MPEG-video, defining the video
compresson algorithm; MPEG-audio speafying audio coding agorithms, MPEG-systems,
resporsible for the multi plexing and inter-media synchronisation aspeds. The target quality
for the audio comporent was gereophornic soundwith CD quality at rates lower than 512
Kbit/s. The MPEGL1 video coding algorithm although \ery flexible, was optimised to gveits
best performance d bit rates around 1.2Mbit/s working with picture spatial resolutions of
350 pxels per 2501i nes and frame repetiti on rates between 24and 30images per second.

3.1 MPEG 1Video Requirements

The MPEG standard is a generic standard. Generic means that the standard is independent of
a particular applicaion and d the delivery media; however, it could na ignae the
requirements of the goplications [14]. It was developed in resporse to the growing reed for a
common format for representing compressed video on \arious DSM such as CDs, DATS,
Winchester disks and ogicd drives. Applicaions using compressd video onDSM nedl to
be &le to perform a number of operations in addition to nama forward playbadk of the
video sequence The compresson agorithm must have feaures that make it possble to fulfil
al the requirements. The following feaures have been identified as important in order to
med the need o the goplications of MPEG [6,14:

3.1.1 Random Access
Randam access requires that any picture can be demded in a limited amourt of time. It
implies the existence of accesspaints.

3.1.2 Fast Seach (Forward/Reverse)
It shoud be possble for an application, depending o the storage media, to scan a
compressed hitstream and, wsing seleded suitable acces paoints, display images to oltain a
fast forward or afast reverse dfed.



3.1.3 Reverse Playbad
Some gplicaions may require the video signa to be played in reverse order. This effed
may be adhieved by storing in memory groups of images after they have been previously
deaoded.

3.1.4 Error Robustness
Most communicaion channels and DSM are naot error-free Although appropriate channel
coding schemes are beyond the scope of MPEG1 the video compresson scheme is robust to
residual errors. The deooder, after erroneous data, may resynchronise through the dlice
structure.

3.1.5 Coding/decding celay
There ae gplicaions, such as videotelephony and video conference to which the tota
system delay is criticd and shoud be under 150 ms. There ae dso applicaions that can
suppat fairly long encoding delays. There is a trade-off between delay and pcture quality
but neverthelessthe dgorithm shoud perform well over arange of accetable delays.

3.2 Bitstream Hierarchy

The encoded video datais organised into a layered structure which allows integration d the
different coding modes and provides the means to implement the required fadliti es for DSM
applicaions. This dructure cmprises 6 hierarchicad layers. The sequenceis the top d the
hierarchy in which the video information is gructured. It comprises one or more Group d
Pictures (GOP). A GOP comprises a cetain number of encoded images. The length of the
GOP may be dictated by the randam accessrequirements. It is used as arandam accessunit.
A picture isaframe dassfied asintra, predicted o interpolated (bi-diredional) acording to
the mode which was used to encode it as described bellow. A pictureisdivided into slices. A
diceis a mlledion d an integer number of maao blocks, in raster-scan arder. Usually, a
diceis a horizontal stripe within a frame. The first slice of a picture must start with the
upper-left maao bdock of that picture and the last slice must end with the lower-right maao
block. A maaoblock (MB) assciates 4 blocks of luminance with the spatialy
correspondng Hock of eat chrominance mmporent. It is used as a motion compensation
unit. Finally, ablock is a picture sedion d 8 pixels by 8lines either of the luminance or the
chrominance mmporents. It isused asa DCT unit.

Due to the introduction d the motion compensated temporal interpdation technique, the
MPEGL1 algorithm is able to produce three different types of encoded images, by using the
following threedifferent coding modes:

« Intra mode;, images encoded individually withou using tempora prediction (withou
referenceno any ather picture);

+ Predicted mode (P-pictures); inter frame @ded pictures using undiredional MC
prediction;

» Bi-directional mode, which generates inter frame wded pictures using h-diredional
motion compensated prediction. B-frames may be encoded using ether forward
prediction where reference is made to an image in the past, backward prediction where
reference is made to a future image, and finally to an image in the past and ore in the
future.



The use of tempora interpolation, generating coded images with passble reference to
images in the future, forces a rearangement of the order of the wded pictures before
transmisgon. | and P pictures must be transmitted before interpolated (B) frames.

A typicd GOP in display order might be a in (4) whereas the bitstream order would be ain
().

IOBlBZ PBB4BSPGB7 BS I:)9810811|12 (4)
IOPSBlBZ PGB4BSPQB7 B8|12BlOBll (5)
3.3 Encoding

Encoding pocess is divided into the following steps: motion estimation, pediction
cdculation, DCT type estimation, subtradion d prediction from picture, DCT cdculation,
DCT coefficients quantisation and eneration o VLC data, inverse DCT coefficients
guantisation and finally IDCT cdculation and addition d predicted image. These steps are
clealy indicated in block diagrams described bell ow.

The dgorithm uses block-based motion estimation. The motion estimation step can be

subdvided in:

« cdculation d optimum motion vedors for eah o the possble motion compensation
types

+ seledion d the best motion compensation type by caculating and minimising a
prediction error based ona st function

+ seledion d either motion compensation a any ather passble encoding type (intra ding,
No MC coding)

The demder and encoder block diagrams are shown in Fig. 1.In Figure 1, "Q" and "IQ"
denote the quantisation and dequantisation ogerations; the operation "Clip" performs
truncaion to the neaest integer within the range [-255255; "MC" represents motion
compensation; "VLC" represents variable length coding d the quantised DCT coefficients;
"VLD" represents variable length decoding; and "Store" represents a frame-store that holds
upto two pictures.

Decoded

video

Fig. 1a) MPEG deaoder block diagram



In the decoder, the quantised DCT coefficients are reconstructed and inverse transformed to
produce the prediction error. This is added to the motion-compensated prediction generated
from previously deaded picturesto producethe decded ouplt.

Input Encoded

video bitstream
. DCT VLD d
+

Fig. 1.5 MPEG encoder block diagram

The encoder subtrads the motion-compensated prediction from the source picture to form a
'prediction error' picture. The prediction error is transformed with the DCT, the wefficients
are quantised and these quantised values coded using a VLC. The coded prediction error is
combined with 'side information' required by the deader, such as motion wedors and
synchronising information, and formed into a bitstream for transmisson.

3.4 Constrained Parameter Set

Because of the large range of the dharaderistics of hitstreans that is suppated by the
standard, a speaa subset of the aoding parameter, known as "Constrained Parameters Set"
(CP9, has been defined. A flag in the bitstrean indicates whether or nat it isaCPS

Horizontal picture < 720 Es

Verticd Size< 576 Els

Picture aea< 396 maaoblocks (mb)
Pel rate < 396x 25=330x 30 (mb/seg
Picturerate < 30frames/sec

Inpu buffer size< 327 680 lis

Bitrate < 1 856 000 his/sec

Table 1) CPSMPEG Parameters

4. MPEG 2 STANDARD

In 1991, MPEG started a seaond plase of work (MPEG2 - ISO/IEC 13818 with the goal of
developing a standard to cover a wider range of applications rather than just storage and
retrieval in DSM, offering much higher picture resolutions and hktrates. Since the ealy
stages that MPEG2 principal applicaion was the dl-digital transmisson d broadcast TV



quality video at coded htrates between 4 and 9 Mbit/sec However, the MPEG2 syntax has
been made suitable to ather applicaions uch as those & higher bit rates and sample rates
(e.g. HDTV). The most significant enhancement over MPEGL is the aldition d syntax for
efficient coding d interlacel video (e.g. 16x8 lbock size motion compensation, Dua Prime,
et al). Several other more subtle improvements (e.g. 10bit DCT DC predsion, nonlinea
guantisation, VLC tables, improved mismatch control) are included which have a tea
improvement on coding efficiency, even for progressve video. Other key fedaures of
MPEG2 are the scdable extensions which permit the division d a @ntinuows video signal
into two o more aded hitstreans representing the video at different resolutions, picture
quality (i.e. SNR), or picture rates.

4.1 Non-scalable syntax

The full syntax can be divided into two mgor caegories [7]. Oneis the nonscdable syntax,
which is gructured as a super set of the MPEGL1 syntax. The secondis the scdable syntax.

The main dfference between MPEG2 nonscdable syntax and MPEG1 syntax is the
additional compresson todls for interlacel video signals. The compresson algorithm is
similar to MPEGL. First it uses block-based motion compensation to reduce the temporal
redundancy. Motion compensation is used bah for causal prediction d the airrent picture
from a previous picture, and for noncausal, interpolated prediction from past and future
pictures. The prediction error is further compressed using DCT to remove spatia correlation
before it is quantised in alossy process Finaly, the motion vedors are combined with the
residual DCT information, and encoded using VL C codes.

4.2 Scalable syntax

The total bitstrean may be structured in layers, starting with a base layer (can be decoded by
itself) and adding a number of enhancement layers. The base layer can use the non-scdable
syntax, or in some situations conform to the MPEGL1 syntax. Scaable techniques are being
suggested for digital terrestrial broadcasting, in conjunction with layered moduation
systems, to provide gracdul picture degradation in the presence of channel errors [16]. The
MPEG2 standard provides svera different forms of scdabiliti es that can be used by any
applicaion with dfferent implementation complexities. The basic scdability toadls offered
are. data partitioning, SNR scalability, spatial scalability and temporal scalability.
Combinations of these basic scdability tods are dso suppated.

4.2.1 Spatial Scdability
In spatial scdability the base layer is coded at lower spatia resolution than the upper layers.
The upsampled reconstructed lower (base) layer is then used as a prediction for the higher
layers. Spatial scdability is the agpropriate tod to be used in applicaions where
interworking d video standardsis necessary as well asin simulcasting.

4.2.2 SNR Scdahility
SNR scdability is a frequency domain method where dhannels are @mded with the same
gpatial resolution, bu with dffering pcture quality (adieved through maaoblock
guantisation step sizes). The lower layer provides the basic video quelity while the



enhancement layer carries the information which, when added to the lower layer, regenerates
a higher quality reproduction d the inpu video. SNR scdability is intended to be used in
HDTYV applicaions with embedded TV or in video services with multi ple qualiti es.

4.2.3 Temporal Scdahility
In tempora scdability, the base layer is coded at a lower frame rate, and the intermediate
frames can be mded in a sewmnd btstrean using the first bitstrean reconstruction as
prediction. Only sophisticated systems of the future, will be @le to regenerate and dsplay
such a full temporal resolution vdeo signal. In stereoscopic vision, for example, the left
video channel can be predicted from the right channel.

4.2.4 DataPartitioning
Data partitioning is a frequency domain method that bress the block of 64 guantised
transform coefficients into two htstreams. The first, higher priority bitstream, contains the
more aiticd lower frequency coefficients and side information (such as headers, DC values,
motion vedors). The second,lower priority bitstream, caries higher frequency AC data. It is
appropriate when two transmisson channels are available. Unlike the other scdable todls,
neither layer may be decoded byitself.

4.3 Profiles& Leves

MPEG?2 is intended to be generic, as was the cae with MPEGL. Different algorithmic
elements or 'tods, developed for many applicaions, have been combined into a single
syntax to med the requirements of different applicaions [15]. However to avoid the
implementation d the full syntax in all the deaders the cncept of "Profiles’ was
introduwced. A Profile is a defined subset of the eaitire bitstrean syntax. MPEG2
spedficaions define two nonscdable profiles, Simple Profile (SP and Main Profile (MP),
and three scdable profiles: SNR Profile, Spatia Profile and High Profile (HP) [7]. The
profil es are defined such that a higher profile is a superset of alower one. Within the limits
imposed by the syntax of agiven profileit is gill possbleto require avery large variationin
the performance of the encoders/deaoders depending uponthe values taken by parametersin
the bitstream. To ded with this problem, within ead Profile, quality 'levels were defined
(low level, main level, high 1440level, and highlevel). A level is adefined set of constraints
imposed on @rameters in the bitstream. Not all the levels are defined for eat profile (table
2). These mnstraints may be simple limits on numbers (table 3).

Level SP [ MP | S\R [ Spatia [ HP
High X X
High-1440 X X X
Main X X X X
Low X X

Table 2) Defined levels for ead profile

The SP uses no ladkward o interpolated prediction. Therefore no pcture reordering is
required. This makes SPsuitable for low-delay applications such as video telephore or video
conferencing.



Level Horiz. | Vert. | Frame | Bitrate
Size Size Rate (Mbl/s)
High 1920 1152 60 80
High 1440 1440 1152 60 60
Main 720 576 30 15
Low 352 288 30 4

Table 3) Parameters upper bound at ead level

The MP adds suppat for B pictures. Thus picture quality may be increased and a higher
degree of compresson may be atieved. MP demder shoud also decode MPEG1 video
bitstreams.

The SNR profile alds suppat for two levels of pictures quality. The adition d an extra
guantisation stage does not essentially change its nature and the mdec works like a MP
codec The eror introduced by the first quantisation is itself quantised, run-length and VLC
coded, and transmitted as the enhancement layer.
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Figure 2) SNR coder/ deaoder block diagrams

The spatial profile alds suppat for enhancement layers carrying the coded image a diff erent
resolutions. As a result, the dewmded picture from the base layer must be sample rate
converted to the higher resolution by means of an ‘up-converter' [16]. The two coder loops
are operating at different picture resolutions (Fig. 3). The alaptive weighting function, W,
seleds between the prediction from the upper and lower layers.

upper layer coded — upper layer
—| wo n ibcT + pper 2y
bitstream in decoded video

T
lower layer

lower layer code
o [ o oo}
bitstream in decoded video
MCP

Figure 3.a) Spatial deaoder




Figure 3.b) Spatial coder

The HP adds suppat for 4:2:2 sampled comporent video.

4.4 MPEG2 extensions

Since the final approval of MPEG-2 Video in November 1994, or alditiona profile has
been developed. This uses existing coding tods of MPEG-2 Video bu is cgpable to ded
with pictures having a @lour resolution o 4:2:2 and a higher bitrate (up to 50 Mbps). This
alows flexibility in choosing video quelity and latency that are spedfic to the neels of
studio applications, such as multiple generation coding (repeaed encoding and ceaoding),
digital effeds and dgital distribution. The 4:2:2 profile has been finally approved in January
1996andis now anintegral part of MPEG-2 Video.

The Multiview Profile (MVP) is an additional profile aurrently being developed. By using
existing MPEG-2 Video coding tods it is possble to encode in an efficient way two video
sequences issied from two cameras oding the same scene with a small angle between
them. This profile will befinally approved in July 1996.

ISO/IEC are now studying rew problems related to the interconnedion & MPEG with
different environments.

4.4.1 Digital Storage Media Command Coritrol

The standard DSM-CC will be necessary to conred the diff erent appli cations which require
interadion with MPEG information stored on a disk or other storage media. The use of
DSM-CCis gedfied by many network providers aroundthe world, and DSM-CC has been
adopted by many working forums on standardisation, such as the Digital Audiovisua
Courcil (DAVIC). The goa of DAVIC is to promote broadband dgital services using a
variety of delivery media such as opticd fiber, cable or satellite, by ensuring compatibility
and interoperability on a world-wide basis. This will be alvantageous to al parties -
equipment manufadures, network operators, content producers, service providers and most
importantly consumers.



4.4.2 Non Badkwards Compatible (NBC)
NBC audio is nealed, as it has been proven that backwards compatibility entails a quality
cost that some gplicaions are not expeded to tolerate. The standard is expeded to be
approved in March 1997.

4.4.3 10 btscoding
Part 8 of MPEG-2 was originaly planned to be coding d video when inpu samples are 10
bits. Work onthis part was discontinued when it becane gparent that there was insufficient
interest from industry for such a standard.

4.4.4 Red Time Interface(RTI)
The goal of RTI isto provide aspedfication for a red-time interfaceto Transport Stream
deaoders which may be used for adaptation to every appropriate network carrying Transport
Streams.

5. MPEG4

The development of this new standard refleds new trends on the standardisation o
multimedia information resulting from the merging d three worlds: telecommunications,
TV/film, and computers, with elements that have historicadly belonged to ead o these aeas
being introduced into the others and resulting in the convergence of common appli cations of
the three axciated industries [19)[20]. Audio-Visual coding and 2D/3D computer graphics
are oonwverging relative to their enabling techndogies and wed in red-time/interadive
applicaions. These gplicaions shoud be accesble through a wide range of storage and
transmisson media, including mohil e networks.

The emerging MPEG4 standard will give users the posshility to adiieve various forms of
interadivity with the audio-visua content of a scene and to mix synthetic and retural audio
and udeo information. The standard will provide for a high degree of flexibility and
extensibility in order to take alvantage of rapidly evolving techndogies. These flexibility
and extensibility shall be provided by a syntadic description languege, cdled “MPEG-4
Syntadic Description Language (MSDL)”. This g/ntax will allow the incorporation d new
coding techniques, todls and functiondliti es, providing the standard with the aility to adapt
and evolve @ntinuotsly.

5.1 TheFunctionalities

The new or improved functionaliti es described in the MPEG4 Propasal Padkage Description

(PPD) [20], have been clustered in threemain groups:

+ content-based interactivity, addressng the aility to interad with meaningful objedsin an
audio-visual scene. Within this class four key functiondities have been identified:
content-based multimedia data acces todls, content-based manipulation and htstream
editing; hybrid natural and synthetic data cding; improved tempora randam access

« high compression, important not only to enable low bit rate gplicaions, bu aso to
provide the ability to efficiently code multi ple views of a scene. Within this class two key



functionalities have been identified: improved coding efficiency; coding d multiple
concurrent data streams.

» universal accessihility, meaning that accessto audio-visua data shoud be available over
a wide range of storage and transmisson media. Particularly important, considering the
rapid growth of mobile communicaions, is the accssto the gplicaions via wireless
networks. Within this class two key functionalities have been identified: robustnessin
error-prone environments; content-based scdability.

In addition, several other important functionaliti es, that may be provided by alrealy existing
standards, are dso considered in MPEGA4.

It is clea that some of the functionalitities referred abowve, namely content-based
interadivity, represent not only additional fadliti es but also a significant evolution in the
way that the audio-visua informationis represented. In March 1996,a Call for Proposals has
been isaued, spedficdly concerned with coding techniques for environments containing
mixed synthetic and retural data [21]. MPEG4 is sliciting techndogy for standardising the
coding d hybrid data that combines important fedures of traditional Audio-Visua and
2D/3D graphicd data based on ratural and synthetic sources.

5.2 Representation of Audio-Visual Scenes

One fundamental goa of MPEG4 is to efficiently encode interadive 2D and 3D
environments consisting d red-time audio, video and synthetic objeds [22]. One of the
main consequences of the neeal to develop a standard providing content-based interadivity is
the consideration d structures to represent the visual information more mmplex than the
pixel, like the region a the objed. These structures must be eaily associated with
meaningful semantic units that are part of the scene [19].

In order to provide the adility to interad with the audio-visual content of a scene, it is
necessry that the scene is gructured in terms of Audio-Visua Objeds (AVO), which
becwme accegble Audio-Visua units. An AVO isarepresentation o ared or virtual objed,
that may have associated orly a video comporent or only an audio comporent or both
comporents, may be 2D or 3D, time-varying a static, natural or synthetic, or a combination
of these [23]. This way, a scene may be understood as a cwmpasition d AVOs, acording to
their spatial-temporal relationships.

5.3 Structure

To adhieve the desired ability in terms of flexibility and extensibility, the structure of the

MPEG4 standard is foreseen to be aomposed of four different elements (Fig. 4) [20:

+ the MPEG4 Syntactic Description Language (MSDL) [23] that must allow seledion,
description and dowvnloading d tods, agorithms and profiles and describe how the
elementary data streams are to be parsed and pocessed;

+ tools, that are tedhniques accesshble viathe MSDL or described usingthe MSDL;

« algorithms, that are organised coll edions of todls providing ore or more functionaliti es;

+ profiles, that are dgorithms or combinations of algorithms that provide solutions to
particular classes of applicaions.



| toolll |too|2| |too|3| |too|4| |too|5|... ..

| algorithm1| | algorithm2| | algorithmj|

MPEG-4 Syntatic
descriptive Language (MSDL
AN

Profile1 |...............| Profilek

Figure 4) MPEG-4 elements.

It is not yet defined which o these dements will be standardised. The MSDL will certainly
be normative. Theoreticdly, this would be enough.But, in pradice, there will be the need to
standardise some more dements. It shoud be noted that some profil es, correspondng to the
present standards, for instance H.261, MPEG1, MPEG2, H.263,can be aeaed, making this
evolution more smoath.

5.4 Testing

The spedficaion d the testing and evaluation methoddogies for the new MPEG4
functiondlities is a new challenge in the framework of standardisation, since there is no
significant experience for the type of tests necessary to evaluate the new functionalities
envisaged by MPEG4 [24]. A first Call For Propasals (CFP) for video algorithms and toadls
was isaued with the deadline of September 1995.The first round d tests for video has taken
place &the beginning d November 1995,and addressed only alimited set of functionaliti es,
namely: scdability (spatial scdability, tempora scdability and obed scdability),
compresson, and error robustness (error resilience and error recvery). The type of tests
performed were nwventional subjedive viewing tests. Algorithms addressng aher
functiondliti es and todls have been evaluated by a panel of experts, based onthe technicd
description. At this time, no tests were performed to evaluate @mbined audio-visud
agorithms, bu it is expeded that these tests will be performed at a later stage. The
sequences propased to be tested, acwrding to its content complexity, are summarised in
table 4 [24]:

Class Content complexity Video test materia
A Low spatid detail & low Mother & daughter,
amourt of movement Akiyo, Hall monitor,

Container ship, Sean

B | Medium spatial detail & low [ Foreman, News, Silent

amourt of movement or vice | voice Coast guard
versa

C | Highspatial detail & medium| Bus, Tabletennis,

amourt of movement or vice [  Stefan, Mobile &
versa Caendar

D Stereoscopic Tunrel, Funfair

E | Hybrid natural and synthetic Children, Bream,

Wegher, Destruction

Table 4) MPEG4 Video Library.




To compare the performance of the submitted coding schemes with resped to the eisting
standards, suitable aachor condtions were used for ead range of bitrates. The standards
used to generate the quality anchor sequences were ISO/MPEG1 and ITU-T H.263.

Class | Bitrates (kbit/s) Anchor condtion

A 10, 24, 48 H.263at the same bitrate

B 24,48, 112 H.263at the same bitrate

C 320,512 1024 MPEG-1 a the same bitrate

D 512for layer 1 -
1024for layer 1

E 48.112 H.263at the same bitrate
320 MPEG-1 at the same bitrate

Table 5) Test condtions proposed and anchors.

A seaond CFP for video algorithms and todls was issued with the deadline of January 1996.
The propasals were evaluated by apanel of experts withou formal subjedive tests.

A wide range of algorithms were evaluated and are being dscussed. Among them, it can be
foundthe successul hybrid DCT/DPCM coding schemes and also many new algorithms like
objed-based and segmentation-based coding schemes.

The outcome of these two rounds of video propasals evaluation led to the definition d the
first video Verificaion Model (VM), in January 1996.

5.5 MPEG4 Video VM

A VM is a ompletely defined encoding and decoding environment, compaosed o todls and
algorithms, together with a bitstrean syntax, such that an experiment performed by multiple
independent parties will produce essentialy identicd results. A VM evolves through
versions during the cre experiment process[25]. In March 1996 ,the MPEG4 video VM was
further developed into version 2.0[26].

The representation architedure aloped in the present MPEG4 video VM is based onthe
concept of Video Objed Planes (VOP). A VOP is an arbitrarily shaped 2D video ohjed
comporent. VOPs correspond to entities in the bitstrean that the user can access and
manipulate, and can cary semanticdly meaningful information. The encoder sends together
with the VOP, compasition information to indicate where and when eat VOP is to be
displayed. At the demder side the user may be dlowed to change the wmposition o the
scene displayed by interading onthe @mpasition information. The encoder and decoder
architedures are presented in figure 4.

| voro | ["voPo |

Coding Decoding

VOP 1 VOP 1
VOP Coding - _ Decoding »
@ finiti MUX Bitstream ) Bitstream DEMUX ompositio
Definition VOP 2 VOP 2

Coding Decoding

Figure 4) VM encoder and cecoder structure.



A VOPismadeup d Y, U, V comporents plus hape information, referred as alpha planes.
The methodto producethe VOPsis nat defined in the MPEG4 video VM.

The VOP encoder is mainly composed of two parts: the shape @der and the traditional
motion and texture @der. Alpha planes may be binary or grey scde (8 hits). Binary apha
planes are encoded by guadtree aad gey scde dpha planes are encoded by quadtree with
vedor quantisation. To encode eat VOP, the mding tods used in the VM are esentialy
those drealy used in existing video coding standards, with the differencethat it is possbleto
separate, at the VOP level, the motion and texture information.

VOP_of_ahitrary_shap

1

] ggdaﬁfg \: info?tr:%?on
lﬂz‘-—g—j{;_‘-‘_‘:‘ - - VOP_of_arbitrary_shape Motion
~ information MUX 1| Bufler |—»
. . l |
i 1 i
Motion Motion Texture

Estimation Compensdion Coding
I T
i : Texture
Previous Reconstructed informetion
VOP

Figure 5) VOP encoder structure.

The VM bitstream syntax is dructured into two layers. the sesgon layer and the VOP layer.
The sesson layer isthe top layer. It contains the sesson width and height and comprises one
or more VOPs. The VOP layer contains the VOP identifier, the VOP temporal reference, the
VOP visibility, the VOP compaosition ader, the VOP spatial reference the VOP width and
height, a VOP scding fador, and the VOP coded data. Many of these values are not used for
deaoding bu for picture compaosition.
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VOP Memory

Figure 6) VOP deder structure.

The VOP demder is mainly compased o two parts. the shape decder and the motion and
texture deaoder. The recnstructed VOP is obtained by the right combination d the shape,
texture and motion information. The reanstructed VOPs are then passed to the mmpositor,
where they are blended in the order spedfied bythe VOP compasition ader.

Since this is gill an ealy version d the VM, it is expeded that many changes will be
incorporated duingthe MPEG4 development process



6. DISCUSSON

The successof the MPEG family of standards is based onthe fad that they were designed to
be generic. Thus, they can be used in awider range of appli cations when compared with their
predecesrs that were designed to med the requirements of one single gplicaion (e.g.
H.120and CCIR 721).

MPEG1 was designed for multimedia storage goplicaions, providing considerable flexibly.
There ae arrently many baards (encoders/demders) available on the market and
commercia products such as Philips CD-I. MPEG-1 hitstreams can be stored on digital
media and read by MPC-1 CD-ROM compliant drives. So far the consumer market has been
held up kecaise of the anount of video that could be stored on a single disc (abou 72
minutes). The mwmbination & MPEG2 and DVD (Digital Video Disc.) format, has extended
the potential running time of continuows video to 260 minutes. Nevertheless this doesn’t
mean the end & MPEG1. MPEGL is perfedly suitable for computer-based training and
multimedia. By the way, 520minutes of video is the limit that can be stored ona dual-sided,
dua layer SD disc, that translates to 17Gb in dgital terms. The first versions will have a
single-layer cgpadty of 4.7 Gb (dual-layer versions will move thisup to 9Gb).

MPEG2 standard is expeded to cover a larger field of applicaions going from Digital
Terestrial Television Broadcasting (DTTB), Video-on-demand, py TV, pay-per-view,
HDTYV, Dired Broadcasting Satellit e (DBS), Satellit e and Eledronics News Gathering (SNG
and ENG), distribution by cable or fibre, interadive gplications, retrieval system on DSM,
disc or tape, to the same storage gplicaions but alowing considerably higher bitrates and
quality levels. Thus MPEG2 is expeded to be used in almost al applications invalving
transmisson d video and sound. This successis not strange to the fad that there was a
strong commitment from industries, cable and satellite operators and lroadcasters in the
development of this gandard. However the encoding processis complex and nd objed of
standardisation. To oltain high quality sequences considerable knowledge of the dgorithm is
required.

The Grand Alliance was formed by seven arganisations (AT&T Corp., GI, MIT, Philips
Consumer Eledronics, David Sarnoff research center, Thomson, Zenith Eledronics Corp.) to
evauate techndogies and to dedde on key elements that will be & the heat of the US
HDTV system. The video compresson and transport protocol were seleded based on the
MPEG-2 standards. In Europe, the development of standards for Digital Video Broadcasting
(DVB) as well as the preparation d the introduction d services is coordinated by the
European Projed on Digital Video Broadcasting. Techniques for the transmisson o DVB
signals via satellit e have been devised as well as a spedficaion for retransmisson o DVB
signals via cdle and (SYMATV networks. DVB group dedded to use for the source @ding
of video signals MPEG 2 video standard. As MPEG 2 is a generic standard, a subset has
been defined in the form of “Implementation Guidelines’ to spedfy the services that are to
be redised [27].

MPEG4, diven bythe emerging reeds of new Audio-Visua applications and the new ways
that Audio-Visua information is being produced and consumed, moves to a radicadly new



style of Audio-Visua coding, kased onthe concept of objeds. Thus, decding techniques are
being extended to include scene composition and manipulation at the recever side.

MPEG4 foresees providing functiondlities based on the Audio-Visua content of the
sequence This dandard will alow the user to access and control the content of an audio-
visual sequence It provides means to describe the cntent with a lot of flexibility.
Demmpaosing a scene into VOPs does not only provide means for implementing
interadivity, bu it also provides means for a smart usage of the decder capadty. Besides it
isexpeded that the target hardware achitedures will be partialy or fully programmable.

In MPEG4, it is expeded that the range of applicaions, or services, will be much broader
than it was in MPEG2. Potential applicaions include content based Audio-Visua database
access games, virtual environment simulations, conferencing, training, educaion, mohbile
Audio-Visua terminals, improved PSTN Audo-Visual communicaions, tele-shoppng,
remote monitoring and control.
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